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Abstract: Molecular dynamics simulations are presented for condensed-phase electron transfer (ET)
systems where the electronic polarizability of both the solvent and the solute is incorporated. The solute
polarizability is allowed to change with electronic transition. The results display notable deviation from the
standard free energy parabolas of traditional ET theories. A new three-parameter ET model is applied,
and the theory is shown to accurately model the free energy surfaces. This paper presents conclusive
evidence that the traditional theory for the free energy barrier of ET reactions requires modification.

I. Introduction The issue of whether the free energy surfaces are parabolic

has been actively discussed in both experimental and theoretical
The study of condensed-phase electron transfer (ET) reaCt'onﬁlterature in recent decades. Experimentally, the problem is

is essential in chemistry, biology, physitand in the emerging addressed by measuring the energy gap law, that is, the
field of mol_ecular ele_ctronlcéA considerable amount of work dependence of the activation barrier on the ET driving force
Potable contibuton to which f by Marcist Through both - (1€ TE€ €Nergy gap between the minima of ET surfabes).
theoretical and experimental explorations .this theory has beenThe results of experimental studies can be summarized as

. . 334Th M, ¢ lati folloyvs: (1) The energy gap depepdence goes .through a
applied to mul't|tut'je of §yste - the Marcus formuiation maximum, in excellent agreement with the prediction of the
connects ET activation W|th_ fluctuations of the electronic levels Marcus theory. (2) The bell-shaped dependence is, however,
of tEe c:]onor an_d acceptor "”e‘?‘”y COUP'?d to e;fsolvent _therm_al asymmetric with usually a steeper slope in the normal region
B LT ET. e cxlanaton poposed for s fect s preerenta
activated state is achieved at the crossing point. The curvature transitions to excited wbranopal states in the ET inverted region.
of the two bol | ) fthe G .gﬁ) Thg energy gap law svyltches from a bell-shaped form in

1€ WO parabolas are equal as a consequence ot the Laussiap, region close to the maximum to a linear dependence on the
statistics of the energy fluctuatioRs. driving force far away from the maximum point as is usually
explained within vibronic modet.11

T University of Utah.
* Arizona State University.
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None of the above observations contradict the Marcus theory, may cause the Marcus picture to break down via two possible
requiring only an accounting for the quantum skeletal vibrations scenarios: (1) due to non-Gaussian statistics of the fluctuations
within the donor-acceptor complex in addition to the classical of solvent modes coupled to electronic levels of the donor and
solvent fluctuationd! There are, however, two types of acceptor, and (2) through a generally nonlinear dependence of
experiments which call for a closer scrutiny of the basic the solute-solvent interaction potential on molecular solvent
assumptions embodied in the Marcus picture. The first observa-coordinates. Computer simulations have been employed to
tion, first noticed by Mataga and co-workérdndicates a calculate the shapes of ET free energy surfa&&sThe common
substantial asymmetry of energy gap laws between charge-setup in simulations modeling ET includes a donacceptor
separation (CS) and charge-recombination (CR) reactions.complex, immersed in a molecular solvent, with a charge
Indeed, the combined effect of classical solvent fluctuations and distribution changing diabatically with electronic transitions.
guantum skeletal vibrations does create Frar€&ndon factors Certain deviations from parabolic free energy surfaces have been
that are asymmetric relative to their maxima. However, the observed in systems with strong sokstolvent coupling by
combination of the Gaussian statistics of nuclear fluctuations direct calculations of the free energy surfdées-17°-d and from
with the Poisson statistics of quantum skeletal vibrafibns the dynamic responsé?dHowever, these nonlinear solvation
predicts that the absorption and emission bands should be relate@ffects are commonly much smaller than distortions of the equal-
by mirror symmetn#! thus resulting in identical energy gap curvature parabolas seen in experimétitThe consensus that
laws for CS and CR reactions. In fact, symmetry between seems to arise in the field is that nonlinear solvation is not
absorption and emission lines is rarely observed in steady-statecapable of producing a significant effect on the free energy
optical experiment? (For more discussion of this issue, see surfaces of realistic systems, which are often composed of bulky
the first paragraph of section VI.) The second category of organic molecules dissolved in dense molecular solvents.
experiments is in the time-resolved domain. Recent observations Something that is lacking in most theoretical models of ET
of the time-resolved dynamics of absorption and emission optical is a recognition of the fact that not only does the distribution
bands indicate substantial temporal changes in the inhomoge-of the electronic density change with electronic transitions, but
neous optical width? in contrast to the prediction of constant also does the self-energy of the electronic subsystem of the
width in the Marcus picture. The origin of both static (energy donor-acceptor complex. This change in self-energy arises from
gap law) and dynamic (time-resolved spectroscopy) effects maythe difference in the polarization of the electronic cloud of the

be understood either through the solvent efféabr through
the change of normal-mode frequencies of the dewaceptor
complext3h14|t remains a significant experimental challenge
to separate these two effeéts.

donor—acceptor complex by the solvent in the reactant and
product states. It is responsible for the ability of the solute
electronic density to readjust to external perturbations generated
by the nuclear subsystem. Physically, this effect results in a

Theoretically, the problem of the shape of the ET free energy difference in the linear and higher order polarizabilities of the
surfaces has been addressed predominantly by estimatingwo ET states and/or a difference in the extent of electronic

possible effects of nonlinear solvation on the thermodynam-

icst®17and dynamic$b18of charge transfer. Nonlinear solvation
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delocalization between the donor and acceptor units. Both effects
lead to a significant distortion of the free energy surfaces that
far exceeds the nonlinear solvation eff€tt22 The goal of this
work is to study nonlinear distortions of the ET free energy
surfaces arising from the solute electronic effect, that is, the
effect due to a varying solute electronic polarizability. The
explicit computer simulations carried out in this study indicate
that the Marcus picture of parabolic surfaces can seriously break
down in realistic systems when the electronic polarizability is
allowed to vary with the progress of the ET reaction from the
reactant to product states.

1. Traditional Electron Transfer Theory

Modern ET reaction theory dates back to the 1950s, the most
important developments commencing with Marcus’ seminal
1956 paperdab Beginning with these articles, and extending
through work in the following two decades, Marcus developed
the following elegant picture.

(19) Matyushov, D. V.; Voth, G. AJ. Phys. Chem. A999 103 10981.

(20) (a) Matyushov, D. V.; Voth, G. AJ. Phys. Chem. 2000 104, 6470. (b)
Matyushov, D. V.; Voth, G. AJ. Phys. Chem. 2000 104, 6485. (c)
Matyushov, D. V.; Newton, M. DJ. Phys. Chem. 2001, 105 8516. (d)
Matyushov, D. V.; Voth, G. A. IrRev. Comput. ChemLipkowitz, K. B.,
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100, 1392. (c) Bursulaya, B. D.; Kim, H. J. Phys. Chem. B997, 101,
10994. (d) Ando, KJ. Chem. Phys1997, 107, 4585.
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Terenziani, F.; Painelli, A.; Comoretto, . Phys. Chem. 2000 104
11049.
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An ET reaction is, by definition, characterized by a change
in the electron configuration of the reacting species. According —\ """"""""""""""
to the Franck-Condon principle, this change occurs fast enough
that the nuclei are effectively frozen during the transfer. Hence,

>
the surrounding solvent molecules are suddenly in an unstable § hy hy AF = (hy +hy )2 24 = Ay = hy
configuration, and they must reorient to find equilibrium with = =hy +A
the new solute characteristics. Additionally, the electronic —\ """"""""

transition is accompanied by vibronic transitions that also lead S T B
to internal energy conversion after the transfer. Marcus termed

the collective free energy for these processes as the reorganiza-
tion energy,.3a-e Figure 1. Simplified diagram depicting the dynamics of a photoinduced

. .. . .. electron transfer reaction. The vertical transitions take place instantaneously
If an electronic transition occurs while the ET complex isin  gp the nuclear time scale (Frane€ondon). The Marcus linear response

an equilibrium state (an endothermic process), energy must beapproximation relates the Stokes shift and mean transition energy to the
provided, through, for example, the absorption of light. In the ET parameters.
absence of photoexcitation, the transition is made possible 30
through fluctuations in the surrounding solvent molecules. For

a successful ET reaction, a nonequilibrium solvent configuration -
is reached at the classical transition state such that the potential -
energies of the reactant and product systems are equal for the
current nuclear coordinates, and a zero energy Fra@ondon
transition occursf Here, the solvent provides the driving force
for the reaction.

If a molecule undergoes an electronic transition through
photoexcitation, the subsequent relaxation can be observed
spectroscopically with the Stokes sHiftwhich is the difference o~ \ Yofree
between the maximum absorption and fluorescent emission | BN I aF ]
energies

Time (on nuclei scale)

20— 1

10 A

Free Energy / kcal mol’

I IR
-10—
hw, — hw, hAwg 75 50 25 0 25 50 75

1 )
2 2 (1) X / keal mol "

- . . . . . Figure 2. Example of Marcus theory free energy surfaces calculated from
The validity of this relationship relies on the linear response eqs 5 and 6. For these curves, the input parameter valugs=ar25 kcal

approximation utilized by Marcus, which predicts that a change mol~* andAF = —5 kcal mot L. Note the equal curvatures of the parabolas.

in the charge of the reacting species will result in a linearly

proportional change in the dielectric polarization of the solvent ) ) ) ) ]
medium3" Under these conditions, the energies of reorganization diabatic electronic energies at an instantaneous nuclear config-
after a transition from either reactant to product or product to Uration provides a useful reaction coordinZté*

reactant are the same. Using the same argument, one also

easily finds the reaction free energy- spectroscopically, X=E-E=AE (4)

through the mean energy of the absorption and emission
maximasb where the subscripts 1 and 2 denote the initial and final ET

solute energy states, respectively. The free energy invested in

A=

_ haw, + hw, _ 2 obtaining a particular energy gafdefines the ET free energies
- 2 — ®m @ (with the F1(X) minimum set at 0§k.230
These linear response consequences may be more easily X— 7 — AF)2
understood from diagrams depicting the free energies of such F.X) =——7—— (5)
electronic transitions, as in Figure 1. 44
A hallmark of Marcus theory is that the activation free energy X+ — AF)2
of an ET reaction AF*¥, was found to be related tb and AF F,(X) =—~—— + AF (6)
by a simple parabolic expressir 44
AEF = A (1 + ﬁ)z 3) The crossing point of the two resulting surfaces corresponds to
4 A the activation free energy of the ET reactiokk* (eq 3), the

L L ) . vertical distance along one surface from one minimum to the
The activation barrier is the crossing point of the two ET free jinar minimum is the reorganization energyand the vertical
energy surfaces plotted against a reaction coordinate representas‘eparation between the curve minima is the reaction free energy,
tive of the charge transfer from the donor to the acceptor. A The horizontal distance between the minimajsand the
Because the eigenvalues of the reactant and product electronic,,ature of each parabola islj21. These features are shown
states become equal at the transition state, theXjdpetween with two example free energy surfaces in Figure 2.

(23) (a) Marcus, R. AJ. Chem. Phys1963 38, 1858. (b) Marcus, R. AJ.
Phys. Chem1989 93, 3078. (24) Warshel, AJ. Phys. Chem1982 86, 2218.
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The true diabatic free energy surface, free from approxima- 40—

tion, can be calculated from the following expresstén: .

1 30

F(X) =~ ZIn P(X) ) : .

p A S
whereP;(X) is the exact equilibrium probability distribution of i; 20
X in the diabatic staté, § = 1/kgT, andi is 1 or 2.Pi(X) is %"
found rigorously in the classical limit by integrating the delta L§
function of X over phase spacdl’ g 10

JdTO(AE - X)e = .
P(X) = . (8) -150 -100 50 0 50
f dl'e ™ X / keal mol "

. . igure 3. Example analytical ET free energy surfaces from ref 19. The
whereE; are the instantaneous energies of the system composeQine curves correspond to a constant solute polarizability of 20 A and follow

of the donor-acceptor complex and the solvent. In practice, Marcus theory curvature. The bold curves describe varying solute polar-
this must be approximated through discrete functions via, for izability with o, = 20 A3 anda,, = 40 A3 and demonstrate a clear deviation

. from Marcus theory curvature. In both systems, the solute permanent dipole
e.xampl.e, molecular dypamlcs (MD)“ Qr MOI;I'[G Carlo (,MC) moment varies from 0 to 15 D with the ET transition. The free energy
simulations, wherePi(X) is found by “binning” the reaction curves are shifted vertically to the level of zero driving force to illustrate
coordinate dat&fa17b the asymmetry between the reactant and product states in the case when

Both Marcus theory input parameters may be readily evalu- e polarizability changes with the transition.

ated from simulation results:

XG— X where |; is the intrinsic vacuum energy of diabatic state
Il=—° 9) Because the force constantis equal for states 1 and 2, the
2 energy gapX = E; — E; is a linear function ofy. However, a
X+ XJ more general expression for the system energy is give-By26
AF = — s (10) 1
E=I+Cqg+ Exiqz (14)

or through experimental data, as previously discussed. The
consistency of the description also requires that the second

Now the effective force constant is allowed to vary between
moments are equal

states, hence the subscript kknUsing this expression for the
2— _ 2 electronic energies, the energy gap becomes bilinea iin
[©OX)H = WoX) (11) ki andk; differ.
If the collective force constank; driving ET does vary
between states 1 and 2, significant departure from Marcus theory
may be observedb.160d.1920 physically, nonlinear coupling

the canonical average over the distribution function defined in Effécts arise when the energy of polarization of the electronic
eq 8. density of the donoeracceptor complex by the nuclear sub-

The exact diabatic free energy curves are also exactly relatedSYStém is different in the initial and final states. The diabatic
by the expressidi?4 electronic energ|eEi are then .n'onlmear functlon§ mf.ZfH.z
When only the linear polarizability of the electronic density of
F,(X) = F,(X) + X (12) the donor-acceptor complex is included, the solutblvent
coupling is bilinear ing, resulting in state-dependeht.®
This linear free energy relationship means that the two diabatic Matyushov and Voth demonstrated substantial variation in the
free energy surfaces must have the same local curvature at anyurvature of the free energy functions in such systéitby
given value ofX. This concept is one of fundamental importance deriving free energy surfaces analytically for a polarizable
in ET reaction theory. solute/solvent complex as modeled by Drude oscillators. They
further considered a number of experimental systems where such
variations may be observeéepc
In the linear solvation approximation, the electronic diabatic  Figure 3 shows an example of these analytical diabatic free
energy in the donor and acceptor states}- Cig, depends  energy surfaces. The fine curves (constant solute polarizability)
linearly ong, the collective solvent mode driving ET. If the  display Marcus-like curvatures. The bold curves, corresponding
thermal fluctuations ofj are described by Gaussian statistics, to ET solute polarizability variation from 20 to 40°Adisplay
the free energy of creation of a nonequilibrigrm pure solvent  obvious variation in curvature and are anharmonic. In this case,
is a quadratic function af with the force constant: (1/2)cc?. the change in activation free energy upon treatment of solute

The total energy of the donor acceptor complex and the solvent polarizability variation is almost 20 kcal/mol, which translates
is then a bilinear function odj:

This relation corresponds to the requirement of having equal
spectral widths of emission and absorption lines originating from
classical solvent fluctuations. The symholilabove refers to

lll. Deviations from Marcus Theory

(25) (a) Nitzan, A.; Persson, B. J. Chem. Phys1985 83, 5610. (b) Skinner,
1 2 J. L.; Hsu, D.J. Phys. Cheml986 90, 4931. (c) Berg, MJ. Chem. Phys.
Ei = |i + Ciq + Zxq (13) 1999 110, 8577.
2 (26) Matyushov, D. V.; Voth, G. AJ. Chem. Phys200Q 113 5413.
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to orders of magnitude change in the reaction rate constant. Noterelationship between the two ET surfaces. The parameters of
that the apparent curvatures of the two diabatic curves in Figurethe Q-model are also related to the first two spectral moments
3 for the case of variable ET solute polarizability are very

different, even though the local curvature is the same according o = (hAwg + 25) (20)
1

to eq 1219 Ay =2y
A0

IV. A New Three-Parameter Model AF =hao, — — (21)
205

To accommodate a more realistic treatment of the diabatic _ .

free energy curves for ET systems (where variatiork;iis where, for simulation data

included), Matyushov and Voth developed a new three- AAw. . = X[ — [X 29

parameter ET modéf and the reader is referred to the original Dst H 2 (22)

paper for more details on the theoretical development. This XQ + X3

model, called the “Q-model” due to the inclusion of quadratic hw,, = — % (23)

coupling, incorporates a new parameatemhich quantifies the
ET force constant variation. The fundamental expression for Equation 21 indicates that the mean spectral energy and the

the diabatic free energy curves is driving force are unequal in the Q-model. The difference
between these two parameters which can be measured inde-
1 Ala)? pendently is represented in terms of spectroscopic observables
g PECIHAFo — L as follows
(1 - e—f%aﬁ) X=X
P, A(A; — A)(hAwg + A,)
Bllodl[X Xo\+l|a|2)| PBIAIX — 1 hw. — AF = e 2 st 2 24
e 12BNV 1057121 X = Xol) (15) m 2D+ 1) (24)

wherely(X) is the first-order modified Bessel function, and the ) ) 3
relevant parameters are defined below. Under most conditions, FOr most reaction coordinate yaluesB(ﬁaﬁ AiIX=Xol >
this expression can be significantly simplifi&das will be 1), the Q-model free energy equation reduces to a simpler form

shown later. F.(X) = Fy + (m — oyl \/Z)z (25)

The Q-model is fully defined by three parameters. Equation
15 contains, however, five parameters; 4;, andXo. They are If Joy| > 1,41 = A, = A, and eq 25 reduces to
not independent due to the relations ,
_ X—=AFF1)
a,=a,+1 (16) Fi(X) =Fq + VY (26)

/110@ — /12(13 (17) whic_h i_s equivalent to the Marcus expressions (egs 5 and 6). In
the limit that|X — Xo| > Ai|ai|, the Q-model formula becomes

which reduce the number of independent parameters to three. o2

The reorganization energiésare given in terms of the thermal Fi(X) = Fq + |oy||X — AF + ll—ll (27)
fluctuations of the reaction coordinate around the free energy o2

minima that is, the dependence on the reaction coordinate becomes
linear. Because the magnitudle= 0 defines the activated state,
the limiting behavior of eq 27 yields the linear energy gap 1&w.
Example free energy surfaces calculated from the three-
parameter model equations are shown in Figure 4. The way in
The Q-model reorganization energies can be evaluated fromwhich the parameters in the Q-model can be defined from
either simulation data or data from spectroscopy experiments.experimental data is defined in ref 26, but this is not the main
Now the two reorganization energies can no longer be assumedocus of the present paper.

to be equal, and eqs 1 and 2 are no longer valid. An alternatey; gjmyjations of Polarizable Solute/Solvent Systems

and more precise definition of the reorganization energies is ) i

through the absorption/emission bandwidths3t#d w22 and The primary goal of the present paper is to tes_t the accuracy
Bh2D w232, also called the second spectral cumulants. of the new three-parameter ET model for realistic systems.

The three inout ters dre JAF. Th N Molecular dynamics simulations were therefore conducted in a
. € three INput parameters aie 4z, an - | Ne parameters condensed-phase system with both a polarizable ET solute and
in eq 15 can then be calculated from eqgs 16, 17, and the relation

a polarizable solvent.
5 (A) Simulation Details. All simulations were performed with
A0 the DL_POLY 2 molecular dynamics simulation packag€&he

o, (19) DL_POLY FORTRAN code was modified to include sampling

S

i 5 BRZDwW?LI2 (18)

Xo= AF —

L. . .. Lo . (27) Smith, W.; Forester, T. R. 1996 CCLRC Daresbury Laboratory, Daresbury,
This interdependence implicitly highlights the linear free energy Warrington, U.K.
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dynamics must be extended to sample over such ranges within
a realistic amount of computer time. A useful method to
7 accomplish this is umbrella samplidgiin umbrella sampling,

a biasing potential is added to the system Hamiltonian to force
1 the system into states and configurations that are normally
visited very infrequently. Two independent types of umbrella
— sampling were employed in this study, the free energy perturba-
tion (FEP) method and the harmonic umbrella potential (HUP)
i method. In FEP, the reactant Hamiltonian is transformed into
the product Hamiltonian through a linear combinati&hl7a.32b

200

-1

100

Free Energy / kcal mol

Humb = (1 - lumb)Hl + ;LumbHZ = Hl + lumb(AE) (30)

and the force on each atom is

-200 -150 -100 -50 0 5 100

X / keal mol”" T2 = f,(xy.2) + A,mf(6y,2) — ,(Xy.2)) (31)

Figure 4. Example of Q-model free energy surfaces. The analytical
Q-model solution results in a discontinuityX4. ET free energies exist in Typically a series oflymp values is chosen, and a separate

the region to the right oko whena > 0 (Fi(X) — e for X < Xo), and the simulation is performed for eadhym, Each simulation is termed
region to the left ofXo whenoy < —1 (Fi(X) — o for X > Xo). a “window”

of the reaction coordinate. All simulations had a canonical N the HUP method, the biasing potential is a harmonic
ensemble via NoseHoover thermostatirf§ at a temperature function of the reaction coordinaté! and the Hamiltonian
of 300 K, and the smooth particle mesh Ewald mefauas becomes
used to evaluate the electrostatic forces. 1 5

The shell modéP was used to model the polarizability of Hymp=H + Ek(AE — Agy) (32)
both the solute and the solvent molecules. In this model, outer
shell electrons are represented by a point charge connected tavherek is an effective force constant, andy is the point along
the core atom via a harmonic spring. The shell particle is given the reaction coordinate where sampling is constrained to occur.
a very small mass so that thermal energy transferred to the nucleiThe force on each atom is then
from shell motion will be minimaf° To remain on an adiabatic
potential energy surface, the shell particles should be at fumd®¥:2) = fi(xy,2) — k(AE — Agy) x (f(xy,2) — f,(xy.,2)
equilibrium at each simulation time step. This effect is ap- (33)
proximated by using a small shell mass and a short time®$tep. - . . .
The harmonic spring is atom centered; on average, the sheIIWhere' IS Lor2 qlependlng on which potential surface _the
position will be the same as the core atom position, and the system is on. Again, several windows are used, each with a

. : N different value forAe.
two form one unit. The shell potential energy is given b
P gyisg y The weighted histogram analysis method (WHZARrovides

1 5 an algorithm to produce a single converged free energy curve
ri (28) for a series of umbrella sampling windows, regardless of the

type of umbrella potential used. This method was used for all
For a molecule containing shell particles each of equal charge simulation results.

En =

gsh and force constark, the polarizability is given by (C) Polarizable Solute SimulationsThe solute contains six
carbon and six hydrogen atoms in a hexagonal ring geometry,
ncg, with a shell particle attached to a dummy atom centered within
a= K (29) the ring. The parameters used for the solute are given in Table

1, and those of the solvent are given in Table 2. The solute has
In all simulations, water was used as the solvent. The solvent dipole moments of 3.6 and 9.8 D for the initial and final states,
molecules consist of one shell particle centered on the oxygenwith corresponding polarizabilities of 4.43 and 8.8 A must

atom. The O-H bond was constrained with SHAKE.The be emphasized that these simulations were not intended to model
H—O—H angle was constrained by introducing an—H any real property of benzene. The solute in this study was chosen
intramolecular bond, also held rigid with SHAKE. only to have a realistic change in dipole moment and electronic

(B) Umbrella Sampling. Often the horizontal energy gap  polarizability.
between the diabatic free energy surfaces in an ET system is Twenty-one FEP umbrella windows were used, and data were
on the order of tens or hundreds of kcal/mol. Molecular collected for~50 ps in each window, at a time step of 0.4 fs.
In the HUP simulations, 21 windows were used for the initial

(28) Hoover, W. GPhys. Re. A 1985 31, 1695. i
(29) Essmann, U.; Perera, L.; Berkowitz, M. L.; Darden, T.; Lee, H.; Pedersen, state, and 16 were useq for the final _State' Data were collected
L. G. J. Chem. Phys1995 103 8577. for ~50 ps in each window, at a time step of 0.4 fs. The
(30) (a) Dick, B. G.; Overhauser, A. VPhys. Re. 1958 112, 90. (b) Fincham, ; ; ; - i
Dt Mitchell, p. 3. Phys.. Condens. Mattdio93 5 1031, (¢) van Maaren, simulation results were compared with the Q-model by using
P. J.; van der Spoel, Ol. Phys. Chem. R001, 105 2618. (d) Rick, S.
W.; Stuart, S. J. IlRev. Comput. Chem Lipkowitz, K. B., Boyd, D. B., (32) (a) Torrie, G. M.; Valleau, J. B. Comput. Physl977 23, 187. (b) DeBolt,
Eds.; Wiley-VCH: Hoboken, New Jersey, 2002; Vol. 18. S. E.; Pearlman, D. A.; Kollman, P. A. Comput. Chenml994 15, 351.
(31) Allen, M. P.; Tildesley, D. JComputer Simulations of Liquid©xford: (33) Kumar, S.; Bouzida, D.; Swendsen, R. H.; Kollman, P. A.; Rosenberg, J.
Clarendon Press, 1989. M. J. Comput. Chenl992 13, 1011.
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Table 1. Solute Model Parameters? 200 5 T I —
parameter value parameter value parameter value ’ Q-model |
3 0000000000000000000000  Simulation
fe—c 1.4 Mc 11.98 My 1.0 I L Ny Marcus theory
Moy 0.1 Msh 0.1 o, 0.1955 =
o 00955 eg o, ~ 036854 & o 0.21059 g ,
oo 31861 oS, 31861 oY 3.1861 s /
D 31861 s = 1
Ocg,-0 : >
oo
state 1 state 2 state 1 state 2 state 1 state 2 5
Oc: 0.400 0.634 gcs 0.134 —0.100 aH 0.400 0.400 %
gcz 0.400 0.633 gcs 0.133 —0.100 gsy —4.0 -4.0 é’

gcs 0.400 0.633 qcs 0.133 —0.100 ksy 1200.0 600.0

0 N

aThe masses are in amu, the bond lengths are in A, the energies are in ) | ST l )
kcal molL, the force constants are in kcal mélA~2, and the charges are 2200 -100 0 100
in electron charge units.

X / keal mol”
Table 2. Water Solvent Parameters? Figure 5. FEP simulation (circles), Q-model (bold lines), and Marcus theory
parameter value parameter value parameter value (dashed lines) surfaces for the system with varying solute polarizability.
The Marcus theory result (calculated from eqs 5 and 6) assumes a constant
roH 0.9572 IHH 15136 Mo 15.9 solute polarizability. Each simulation curve has 300 data points (bins).
My 1.0 Msh 0.1 o 1.2
O 0.4 OsH —2.0 Ksh 885.0 S0 7771 71
€0, 021059 g, 0.05265 e'(‘); 0, 0.36854 ——————— Qo
06lo,, ~ 3.1650 05 6 3.1650 g, o, 3.1650 oon000n000acnoeasoce  Simulation
aThe units are the same as those in Table 1. 'E 100
the following prescription: First, the average energies for each E
diabatic state[X[ andX[3J, were found by averaging over the ~
simulation data from thé,m, = 0.0 andAymp = 1.0 windows. 53
The Stokes shift and mean energy were then calculated through ;3’ 0
egs 22 and 23, respectively. g
The prescription for matching the analytical curves to data i3
calls’® for calculatingl; and 4, with eq 18, and then using the
two calculated parameters together in the Q-model equations 0
(e.g., eqgs 17, 20, etc.). This may produce an incongruous fit, -100 -50 0 50 100
because the calculation of reorganization energies through eq X / keal mol”

18 can be inaccurate, especially when the two reorganization Figure 6. HUP simulation results and Q-model surfaces for the benzene
energies differ substantially. The consistency criterion of eq 17 system with varying solute polarizability. Each simulation curve has 300
was used iteratively to improve the fit quality. The parameter 9ata points (bins).

A1 was first calculated via eq 18 by averaging over the data manner, we assured that none of the crucial relationships (eqs
from theAump = 0.0 simulation. The parametés was likewise 12, 16, 17, 19, 21) are violated. The simplified Q-model
found using thelum, = 1.0 data. Through eqs 16, 17, and 20, expression, eq 25, was then used for the fitting. The results for

a polynomial expression can be obtaineddarin terms ofi.: the FEP and HUP simulations are shown in Figures 5 and 6,
5 respectively.
(24, — hAwgo + 31,0, +1,=0 (34) The Q-model fits the simulation curves very well in the

important regions along the reaction coordinate (between the
Only one of the solutions to this equation is physically minima). The Q-model curves begin to deviate from the
significant. Using thisx,, the 4, from simulation data, and eq  sjmulation curves far from the state 2 minimum. Toward the
17, we calculated a secorigl A more accuraté; is thenfound  reactant side away from the state 1 minimum, the simulation

by taking the average of the two produckgdvalues. curves develop a steep ascent, but not the discontinuous jump
Again, through eqs 16, 17, and 20, a polynomial expression g infinity predicted by the Q-model. Most importantly, however,
can be obtained fom,, but this time in terms of: these results illustrate for the first time the size of the possible
3 ) deviations from the standard Marcus theory prediction when
(hAwg — 24 )y + (BhAwg — 310 + the change in solute electronic polarizability is treated in a
(BhAwg — Aoy, + hAwg =0 (35) realistic system. The new Q-model, implemented as outlined

in detalil in the beginning of this section, gives a good description
As with eq 34, only one of the solutions to this equation will of the large deviations from the traditional theory.
be physically significant. By substituting the averadedn eq
35, we found that the resulting; will have higher accuracy.
The parametea,; was then calculated from eq 16, ahgwas Two types of experiments are commonly used to describe
calculated from eq 17. The remaining parameters were thenthe thermodynamics and dynamics of electronic transitions in
found through eqgs 19 and 21. By applying the Q-model in this liquid and solid solvents: rates of thermally activated reactions

VI. Conclusions
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(ET kinetics) and optical spectroscopy. These two types of : | ' | ' |
measurements are essentially complementary, the former mea- 008 o Qmddl _
suring the tails of the system distributié®(X) (eq 8) over the

reaction coordinate (activated transitions), and the latter measur-
ing the distribution close to the reactant and product minima. 0.06 P (X) -
Both types of measurements provide evidence that the traditional

Marcus picture requires modification. ET kinetics show asym- :E._

metry between CS and CR energy gap laws, while optical 0.04 — -
spectroscopy data often show asymmetry between absorption L ]
and emission optical bands. (That is, the absorption and emission PX)

bands may be asymmetric due to the vibronic progressions of 0.02 - N

each, but the traditional theory predicts a perfect mirror L i
symmetry between the two bands, and this is often not the case.) Y R Y

The present study is a step toward the development of a new 0 -100 -50 0 50
conceptual framework allowing a consistent explanation of
seemingly unlinked measurements from ET kinéti¢%and
steady-stat@ and time-resolveld spectroscopy. The analytical
development preceding this pafei®26.:34 predicts marked
deviations from the picture of two equal-curvature parabolas the resonance between the donor and acceptor electronic levels
when the electronic subsystem of the doracceptor complex  necessary for electron tunneling when the energy gap exceeds
is coupled nonlinearly to the nuclear subsystem. The key some critical valu. This result limits the range of the energy
distinction of the new concept from the Marcus picture is the gap fluctuations to a one-sided band. In actual simulations,
notion that an electronic transition results not only in a change fluctuations of nondipolar polarization of the solvent, as well
of the distribution of charge in the doneacceptor complex, as coupling of higher solute multipoles to gradients of the
but also in a change of the polarization energy of the denor solvent field, can offset the fluctuation boundary or eliminate
acceptor complex by the system (solute and/or solvent) nuclei. it completely. This intriguing problem warrants further studies.
This polarization energy may include linear and higher order It should be noted that a very asymmetric energy gap distribution
polarizabilities. The present study focuses on the effect of linear with a cutoff similar to the prediction of the Q-model has been
solute polarizability that varies with the electronic transition. recently observed in simulations of naphthalene in acetonitrile

The polarization energy of the solute depends quadratically by Cichos et af®
on the electric field of the solvent when the expansion in the  The Q-model can be fully parametrized by measurements of
field strength is truncated at the linear polarizability téafihe ~ the first two spectral moments of the absorption and emission
charge distribution of the solute is linearly coupled to the solvent lin€s. In computer simulations, the spectral moments are
electric field in the dipolar approximation. The combination of "eplaced by the moments of the reaction coordinate calculated
these two factors leads to the analytical Q-model producing from the data from the windows of the reactant and product
nonparabolic free energy surfaces of £%6 The qualitative ~ Minima. These moments were used in Figures 5 and 6 to
results of the model explain the principal experimental observa- construct analytical curves. Comparing the analytical results to
tions conflicting with the Marcus picture: the asymmetry direct MD simulations in this way displays the predictive power
between the CS and CR energy gap curves and the asymmetr)‘i’f the Q-model. Figure 7 shows the corresponding equilibrium
between the absorption and emission band-shapes (Figu®s 5 distributions in the reactant and product states. They correspond
In addition, the Q-model predicts a linear energy gap law. The 0 the solvent-induced component of inhomogeneously broad-

latter is often observel,but is traditionally explained within ~ €ned line-shapes in optical experiments. The complete vibronic
vibronic modelstt envelope in a condensed-phase solvent can be obtained by

convoluting the distribution®;(X) shown in Figure 7 with gas-
phase vibronic band-shap®8.c The inverse process of decon-
volution of experimental optical lines leads to a new formulation
of the band-shape analysis of steady-3fa®: and time-
resolved* CT optical bands. Figures 5 and 6 indicate that both
the energy barrier and the free energy gap obtained from spectral
solute-solvent interaction includes both dipolar and higher- momer)ts and/or the band-shape ana,‘lys,"?' of optlcal lines
order multipolar interaction terms. The latter aspect may be according to the Marc.us. quellcan be §|gn|f|cantly!naccurate.
responsible for deviations between the analytical theory and MD The reason for the d|st_|nct|on in the driving force s that the
simulations in the region of reaction coordinates close to the latter calculateo_l accordlr_lg o the Q-model (gq 21) is not equal
boundaryX, in the Q-model calculations (Figures 5 and 6). The to the mean optical transition energy as predicted by the Marcus

analytical Q-model includes only the dipolar component of the mode_l (eq 2). '.I'.h|s.d|st|nct|on may be used for a direct
solvent field. With quadratic solutesolvent coupling, there is experimental verification of the Q-model because the difference

no analytical solution for the dipolar solvent field that can create of the_ spect_ral mean energy and the therrr_]odynamm_dnvmg
force is predicted to be related to a combination of the first and

second spectral moment according to eq 24. A general conclu-

X / keal mol

Figure 7. Equilibrium distributions in the reactant and product states from
FEP simulations and the Q-model.

This paper shows that the results of the Q-model coincide
very closely with free energy surfaces obtained from large-scale
umbrella sampling MD runs on a realistic liquid-state system.
The simulations were performed by using shell models for both
the solute and the solvefftin this setup, the polarization energy
of the solute is quadratic in the solvent electric field, while the

(34) Matyushov, D. V.J. Chem. Phys2001, 115, 8933.
(35) Liptay, W. InModern Quantum Chemistripart II: Interactions Sinandgy,
O., Ed.; Academic Press: New York, 1965. (36) Cichos, F.; Brown, R.; Bopp, Ph. A. Chem. Phys2001, 114, 6824.
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